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Abstract: This paper develops a new estimation procedure for ultrahigh dimensional sparse 

precision matrix, the inverse of covariance matrix. Regularization methods have been proposed for 

sparse precision matrix estimation, but they may not perform well with ultrahigh dimensional data 

due to the spurious correlation. We propose a refitted cross validation (RCV) method for sparse 

precision matrix estimation based on its Cholesky decomposition, which does not require the 

Gaussian assumption. The proposed RCV procedure can be easily implemented with existing 

software for ultrahigh dimensional linear regression. We establish the consistency of the proposed 

RCV estimation and show that the rate of convergence of the RCV estimation without assuming 

banded structure is the same as that of those assuming the banded structure in Bickel and Levina 

(2008b). Monte Carlo studies were conducted to access the finite sample performance of the RCV 

estimation. Our numerical comparison shows that the RCV estimation outperforms the existing 

ones in various scenarios. We further apply the RCV estimation for an empirical analysis of asset 

allocation. 


